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1 Deploying IBM IIDR in Microsoft SQL Server AlwaysOn
availability group

The following document describes the steps required to be taken in order to deploy IBM IIDR against a
database that is participating in a Microsoft SQL Server AlwaysOn Availability Group. The steps are
required when the IBM IIDR will serve as a target for data replication. There are 2 deployment options
for IBM IIDR as target against databases participating in a Microsoft SQL Server AlwaysOn Availability
Group:

- Co-locate IBM IIDR on the same server as the database server. This option is called local apply.

- Deploy IBM IIDR on a different server than the database server. This option is called remote
apply.

2 Local apply

Before proceeding ensure that all prerequisites for installing IBM IIDR are met. Depending on your
current circumstances you may choose to deploy IIDR in remote apply or local apply topology. The
requirements are different for the different topologies.

2.1 Overview
In order to be able to deploy IBM IIDR in a Microsoft SQL Server AlwaysOn local environment one needs
to:

- Add symmetrical shared storage for IBM IIDR deployment reachable from all AlwaysOn nodes.

- Define a windows domain user that can be used to run the IBM IIDR service.

- Create the IBM IIDR user with which it can connect to the database on all nodes where it may
fail over.

- Deploy IBM IIDR on the shared symmetrical storage

- Create IIDR service on all nodes to which IIDR may fail during planned or unplanned failover. Any
number of nodes that are configured for Synchronous Commit availability mode could be used.

- Addthe IBM IIDR service as a dependent resource to the AlwaysOn availability group role that
was created in the Windows Failover Cluster.

- Configure the new Datastore in IBM Management Console
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2.2 Add symmetrical shared clustered disk reachable from all

AlwaysOn nodes
In order to continue with the replication preparation, shared clustered disk that will hold the IBM IIDR
binaries and metadata has to be defined as a dependent resource in the AlwaysOn Role that was
created in the Windows Failover Cluster for the AlwaysOn deployment. These steps are fairly similar to
the steps that are required to be performed when adding shared clustered disk for Microsoft SQL Server

Clustering solution: https://msdn.microsoft.com/en-us/library/ms179530.aspx. More details on how to

add Shared clustered disk can be found at:

" b/ ine/archive/2012/06/02/10314262

Add your clustered disk to the Storage -> Disks.
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Open the failover Cluster Manager and find the Role that was defined by the AlwaysOn availability
group configuration.
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Right click the AlwaysOn role and select add storage.
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Select the disk or dizsks that vou want bo add.
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k. | | Cancel

Select the disk and click OK.
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2.3 Define a windows domain user that can be used to run the IBM

IIDR service

Given the distributed nature of the AlwaysOn deployment you need to have a windows domain user
that is present on all the nodes in the AlwaysOn cluster where IIDR could fail over to.

2.4 |IDR Database authentication user
Create the IBM IIDR user with which it can connect to the database on all nodes where it may fail over.

In order to have IBM IIDR fail over smoothly from a primary availability replica to a new primary
availability replica, it will need to be able to connect to the database with the same user name and
password and similar privileges on any availability replica that it could fail. Now you can define the user
with which IBM IIDR will connect to a Microsoft SQL Server instance. This user can be used for data
replication or table metadata discovery.

- On each Microsoft SQL Server instance right click Security and select New Login... Choose the
user name/password, role as per IBM IIDR user requirements. For more information see:

0l.ibm.com pport/Knowledgecente R

tingawindowsaccountinsglserver.dita?lang=en

IBM 2020 Page 8 of 24


http://www-01.ibm.com/support/knowledgecenter/SSTRGZ_11.3.3/com.ibm.cdcdoc.cdcformssql.doc/concepts/creatingawindowsaccountinsqlserver.dita?lang=en
http://www-01.ibm.com/support/knowledgecenter/SSTRGZ_11.3.3/com.ibm.cdcdoc.cdcformssql.doc/concepts/creatingawindowsaccountinsqlserver.dita?lang=en
http://www-01.ibm.com/support/knowledgecenter/SSTRGZ_11.3.3/com.ibm.cdcdoc.cdcformssql.doc/concepts/creatingawindowsaccountinsqlserver.dita?lang=en

2.5 Deploy IBM IIDR on the shared clustered disk

Now that we have:

- Added symmetrical shared storage for IBM IIDR metadata.
- Have a windows domain user to run IBM IIDR service under.
- Created database users to be used by IIDR replication.

We can proceed with deploying IBM IIDR product on the AlwaysOn availability group node that holds
the current PRIMARY replica for the database. The node that holds the current PRIMARY replica should
also be the owner of the shared symmetrical storage where IlIDR needs to be deployed. In our example
CDCDEV17 is the current primary replica and the owner of the primary replica. The deployment is similar
to any deployment of IIDR for Microsoft SQL Server cluster. The difference in deployment is that
Microsoft SQL Server does not use the shared storage in this case to store the database and the logs. For
more details see:

https://www.ibm.com/support/knowledgecenter/en/SSTRGZ 11.4.0/com.ibm.cdcdoc.cdcforms
sql.doc/concepts/configuringclustered.html

Choose the installation directory and the instance directory to be on the symmetrical shared storage.

After deploying the product, one can create an instance. Launch Configuration tool to create the IIDR
instance that would replicate data to the database that is part of an AlwaysOn availability group.
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The data that needs to be filled out in the configuration tool is not much different from creating an

instance in non AlwaysOn environment. A few things to pay attention to:

- For Log on As, choose This account and type in a windows user.

- For host type the AlwaysOn availability group listener name that your database belongs to.

- For Port type the port number for the AlwaysOn availability group.

- Refresh Loader path needs to be a valid path on any node IBM IIDR may fail over to. One option
to ensure that is to use the same Shared symmetrical disk used for IIDR installation as the

refresh_loader_path.
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2.6 Create IIDR service on secondary synchronous replicas

Do not start the instance after it is created. Similar services that were created on the current node that
is responsible for the active PRIMARY replica need to be created on each SECONDARY replica node
where IBM IIDR may fail over. Navigate to IBM IIDR installation directory and find the command
dmcreateclusterservice.exe and invoke the command for a number of replicas where IBM IIDR may fail
over.

dmcreateclusterservice.exe -I <IIDR instance_name> <secondary_replica_node>

For the test example that we have we will invoke the command below. IBM IIDR can only fail over to
SYNCHRONOUS availability mode replica and the availability group Test is configured to have only
CDCDEV18 as a synchronous availability mode replica.

dmcreateclusterservice.exe -1 SQL2014_TestDb CDCDEV18

This command will create a service “IBM InfoSphere Data Replication [SQL2014_TestDb]” on the
cdcdev18.

- While being on the PRIMARY node (CDCDEV17) add the IBM IIDR service as a dependent
resource to the AlwaysOn availability group role that was created in the Windows Failover
Clustering
The next step includes adding IBM IIDR service as a dependent resource to the AlwaysOn
availability group role that was created in Windows Failover Cluster at the time when the
availability group was defined.

- Open Windows Failover Cluster manager and navigate to the role created by the availability

group.
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- Right click the Test role and select Add Resource -> Generic Service. Select the service “IBM
InfoSphere Data Replication [SQL2014_TestDb]” and click Next

Select the zervice pou want to uge from the list:

Confirmation

Configure Generic Marne Deseription
Service Hyperty Time Synchronization Service Synchronizes the...
Hyper- Wolume 5hadow Copy Requestar Coordinates the ..
[EM InfaSphere D ata Replication [Microsoft SOL Server] [mscdc1] IEM InfoSphere ...
|BM InfaSphere Data Replication [Microsoft SOL Server] [SAL2014_TestDE] IBM InfoSphers ...
IEE and AuthlP IPsec Keying Modules The IKEEXT sam.
Interactive Services Detection Enables uzer noti..
Internet Connection Sharing [ICS] Provides network...
[nternet Explarer ETW Collectar Service ETw Collector 5.
IP Helper Provides tunnel c...

Surmmary

Mest » | | Cancel

Click Next in Confirmation dialog. Click Finish in the Summary dialog.

IBM 2020 Page 13 of 24



File  Action

Wiew  Help

|

Failower Cluster Manage
ﬁ cdedevcluster?.canly

:E Modes
4 |} Storage
2 Disks
E Poals

% Metwarks
Cluster Events

Roles (1)

e [ Gueres ~[id ()

Actions

m | [

<[

Mame Status Type Owner Node Friart E Configur...
[ Test (%) Partially Run_  Other cdcdevl7 Mec Wirtual M., b
T CreateE...
Wiy [
| (I m |>| @ Refresh
. ﬂ Help
L4 Prefemed Owners:  User Seffings
Name Status Irformat % Start Role
Storag i StopRole
# =7 Cluster Disk 3 Onli .
0 & Cluster e & AddFile..
Other Resources
@ Mowve »
il Test @ Online -
4y Change.. P
5 N b
. & Informat,.,
Uﬂ_, Mame: cdesqgl2014lsn1 @ Online
Roles 4 Show Crin,
= IBM InfoSphere Data Replication {Microsoft SQL Server) [SQL2_  (®) Offiine <& Add Stor..
< i | B MY AddRes.. P
Summary | Resources More Az, P

IBM 2020 Page 14 of 24



Right click the new resource added to the availability group role and select Properties. Navigate to the
Dependencies tab and add the rest of the resources to the list of dependencies. This will prevent IBM
IIDR resource from being started prior to having the rest of the resources initialized and started after a
failover.

IBEM InfoSphere Data Replication {Microsoft SQL Senv... -

Advanced Policiez I Regizty Replication
General | Dependencies | Policies

Specify the rezources that must be brought onling before thiz rezource can
be brought online:

AMDAOR R ezource
Cluster Dizk 3

AMD Test
Test_9.23.20.651

AND
D DI Test_cdesqiznt disn v

* [Click here to add a dependency

Inizert | | Delete

Cluzster Disk 3 AND Test AMD Test_9.23.20.681 AND
Test_cdoegl201 4lznl

0k, || Caricel || Apply
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Navigate to the Policies tab and choose the policy that you would want to be applied when the service
fails or is manually stopped. In most cases customers may not want to fail over the entire availability
group in case IBM IIDR fails or is manually stopped. If this is the case select “If Resource Fails, do no
restart”. For more information about resource properties consult Microsoft documentation. Click OK.

IEM InfoSphere Data Replication (Microsoft SQL Serv... -

Advanced Policies Reqistry Replication
General Dependencies Palicies

Responize to rezource failure
(® |f rezource failz, do not restart

(1 If rezource failz, attempt restart on current node

Period for restarts [mm:z2]; 15:00

b awirmum regtarts in the specified period: 1
n&

Delay bebween restarts [z=.0);

b ore about restart policies

Pending timeout

Specify the length of time the resource can take to change states
between Online and Offline befaore the Cluster service puts the
resource in the Failed state.

Pending tirmeout [mm:zs]: 0300 -3

k. || Cancel || Apply |

Right click the service and select “Bring Online”

3 Remote apply
Before proceeding ensure that all prerequisites for installing IBM IIDR are met. Depending on your
current circumstances you may choose to deploy IIDR in remote apply topology.

3.1 Overview
In order to be able to deploy IBM IIDR in a Microsoft SQL Server AlwaysOn remote environment one

needs to:

- Define a windows domain user that can be used to run the IBM IIDR service.
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- Install the Microsoft connectivity tools (SMO) on the server where you plan to install IIDR. For
more information check the IIDR documentation.

- Install Microsoft SQL Server connectivity tools on the server where you install InfoSphere CDC.
For more information check the product documentation pre-requisites for IBM IIDR for

Microsoft SQL Server remote apply. http://www-

- Create the IBM IIDR user with which it can connect to the database on all Microsoft SQL Server
instances where the availability group may fail over.

3.2 Deploy IBM IIDR in remote apply topology

Now that we have:
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Have a windows domain user to run IBM |IDR service under.

Created database users to be used by IIDR replication.

Installed the Microsoft SQL Server connectivity tools (SMO)

We can proceed to install IIDR in remote apply topology. The installation for deployment in
AlwaysOn remote apply topology is fairly similar to the remote apply against a database not
residing in an AlwaysOn availability group. In order to deploy the product as an Early Release
product evaluation that would be AlwaysOn aware one needs to install the product with the
AlwaysOn enabling knob using the command line:

setup-iidr-11.3.3.{x}-{y}-x86-sql.exe -DPRERELEASE=alwayson

After deploying the product, one can create an instance. Launch Configuration tool to create the
IIDR instance that would replicate data to the database that is part of an AlwaysOn availability

group.
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IER InfoSphere Data Replication Mew Instance

Instance Configuration | AlwaysOn | Commurnications Protacol
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The data that needs to be filled out in the configuration tool is not much different from creating an

instance in non AlwaysOn environment. A few things to pay attention to:

- For Log on As, choose This account and type in a windows user.

- For host type the AlwaysOn availability group listener name that your database belongs to.

- For Port type the port number for the AlwaysOn availability group.

- Refresh Loader path needs to be a writable by IIDR service user and readable by Microsoft SQL
Server service user. The path should also be symmetrically accessible on both IIDR server and

any node to which the AlwaysOn availability group could fail over to.
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4 Configure the new Datastore in Management Console

When creating a new Datastore in Management Console use the AlwaysOn availability group listener
name as the host name for the new Datastore. In our example use cdcsql2014Isn1 as the host name for
the new Datastore. The rest of the configuration is similar to defining a new Datastore. For more
information look up IBM IIDR documentation on configuring a new Datastore.

5 Test the deployment

In order to test the deployment one would need to:

- Create a test source table in the source database

- Create a test target table in the AlwaysOn target database

- Create a test subscription in Management Console and create a table mapping between the
newly created source test table and a target table.

- Insert a couple of rows in the source test table.

- Start mirroring.

- Check that the table has been successfully refreshed and is mirroring.

- Insert a few more rows. Test that replication has been successful.

- Start Windows Failover Cluster Manager and navigate to the AlwaysOn availability group role.

- Right click on the role and select Move -> Select Node. Select the Synchronous replica node
(CDCDEV18)

- All resources will fail over and IBM IIDR will be started.

- The subscriptions will not be automatically started. The user will have to manually start the
subscriptions or use persistent subscriptions that permits restarting subscriptions after a
recoverable error. Check your source datastore documentation on the level of support for
persistent subscriptions

- Start the subscription. Insert a few more rows. Check that data has been replicated to the
target.

6 Persistent subscriptions

Persistent subscriptions permit subscription restart after a recoverable error. Persistent
subscriptions is a feature of a source datastore. Check the source datastore documentation to
evaluate the support for persistent subscriptions in the source datastore. If the persistent
subscription feature is available for your source datastore, it could be used in AlwaysOn
deployments in order to automatically restart the subscriptions after a failover. In order to enable
persistent subscriptions open IBM Management Console, connect to the source datastore, right click
on the subscription, select properties, then Advanced Settings and tick the “Mark Subscription as
persistent”.
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7 Considerations when transitioning the database to an

AlwaysOn availability group

As AlwaysOn support requires an IIDR deployed on a shared clustered disk and this is not likely to be a
deployment for non-AlwaysOn deployment, a simple upgrade will not allow a deployment to be
converted to support AlwaysOn. A new IIDR deployment is needed in order to support AlwaysOn. One
needs to follow the instructions in this document in order to deploy a new IIDR installation that would
support AlwaysOn.

7.1 Using a new IIDR installation and instance

If you currently have IIDR deployed and your database is not AlwaysOn, the following steps need to be
executed in order to add the database to AlwaysOn availability group and to deploy IIDR that supports
such a database deployment.

Establish a quiesce point for the source database. This means that the database cannot be
accessible to external transactions either DML or DDL. If a quiesce point cannot be established a
bookmark transfer will be needed

Replicate data to the head of log.

Upgrade your existing IIDR instance to the latest version that supports AlwaysOn. Start the
instance. This will upgrade the IIDR metadata to the latest product version.

Upgrade Management Console and Access Server to the latest version.
Add the database to an AlwaysOn availability group.

Deploy a new IIDR installation on the shared clustered disk and follow all the steps required for
an AlwaysOn IIDR deployment.

Start both instances.

Use Management Console to either export/import subscriptions or promote subscriptions from
old non AlwaysOn deployment to AlwaysOn deployment.

If a quiesce point has been established at the beginning and all data has been replicated to the
head of log prior to upgrade, you can Mark Table Capture Point for Mirroring for all tables in all
subscriptions in the AlwaysOn instance. This action will tell IIDR to start reading from the current
head of log. If a quiesce point could not be established at the beginning, then you can transfer
the bookmark from the old subscriptions to the new subscriptions.

A good rule of thumb is Test and document the specific steps needed for your solution in a test
environment prior to making changes to production environment.

7.2 Reusing the existing installation and instance in remote apply

topology

Stop replication from all sources

Stop the target instance
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Add the database to the availability group.

Start the configuration tool and change the host and port from the Microsoft SQL Server host
and port to the availability host and port.

Refresh Loader path needs to be a valid path on any node IBM IIDR may fail over to. One option
to ensure that is to use the same Shared symmetrical disk used for IIDR installation as the
refresh_loader_path.

Start IIDR. Start replication.

A good rule of thumb is Test and document the specific steps needed for your solution in a test
environment prior to making changes to production environment.

8 Considerations when transitioning the database out of an

AlwaysOn availability group

One may decide to continue to use IIDR replication and no longer have their database as part of an
availability group. In order to achieve this one needs to deploy a new IIDR instance configured against
the non AlwaysOn database. Here are the steps that need to be executed when transitioning from a
database that is part of an AlwaysOn availability group to the same database that is not part of an
availability group.

8.1 Using existing IIDR installation on Clustered Disk

The following steps need to be executed when one wants to transition the database out of an

availability group and change IIDR to use new binaries residing on clustered symmetrical clustered disk.

Establish a quiesce point for the source database. This means that the database cannot be
accessible to external transactions either DML or DDL. If a quiesce point cannot be established a
bookmark transfer will be needed

Replicate data to the head of log.

Remove the target database from the AlwaysOn availability group.

Create a new IIDR instance against the database that is not part of an availability group.
Start both instances.

Use Management Console to either export/import subscriptions or promote subscriptions from
old AlwaysOn instance to non AlwaysOn instance.

Remove the IIDR service of the AlwaysOn instance from the availability group.

If a quiesce point has been established at the beginning and all data has been replicated to the
head of log prior to upgrade, you can Mark Table Capture Point for Mirroring for all tables in all
subscriptions in the AlwaysOn instance. This action will tell IIDR to start reading from the current
head of log. If a quiesce point could not be established at the beginning, then you can transfer
the bookmark from the old subscriptions to the new subscriptions.
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A good rule of thumb is Test and document the specific steps needed for your solution in a test
environment prior to making changes to production environment.

8.2 Re-using the existing IIDR instance on existing clustered disk

The steps for reusing the existing IIDR instance are similar to the steps for reusing the existing
installation remote apply deployment topology.

8.3 Using a new IIDR installation on Local Disk
The following steps need to be executed when one wants to transition the database out of an
availability group and move the CDC binaries from the clustered shared disk to local disk.

8.4

Establish a quiesce point for the source database. This means that the database cannot be
accessible to external transactions either DML or DDL. If a quiesce point cannot be established a
bookmark transfer will be needed

Replicate data to the head of log.

Upgrade your existing AlwaysOn IIDR instance to the latest version of the product that you want
to deploy on local drive. Start the AlwaysOn instance. This will upgrade the IIDR metadata to the
latest product version.

Upgrade Management Console and Access Server to the latest version.
Remove the database from an AlwaysOn availability group.

Deploy a new IIDR installation on the local disk.

Start both instances.

Use Management Console to either export/import subscriptions or promote subscriptions from
old AlwaysOn deployment to the new non AlwaysOn deployment.

If a quiesce point has been established at the beginning and all data has been replicated to the
head of log prior to upgrade, you can Mark Table Capture Point for Mirroring for all tables in all
subscriptions in the AlwaysOn instance. This action will tell IIDR to start reading from the current
head of log. If a quiesce point could not be established at the beginning, then you can transfer
the bookmark from the old subscriptions to the new subscriptions.

A good rule of thumb is Test and document the specific steps needed for your solution in a test
environment prior to making changes to production environment.

Reusing the existing installation and instance in remote apply
topology

Stop replication from all sources
Stop the target instance

Start the configuration tool and change the host and port from the availability group host and
port to Microsoft SQL Server instance that will hold the database after it is removed from the
availability group. Make sure that the rest of the configuration continues to make sense for the
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standalone database that will be made available after the database is removed from the
AlwaysOn availability group. Save.

- Remove the database from the availability group. Make sure that the only remaining instance of
the database is present on the Microsoft SQL Server that was configured in IIDR configuration
tool.

- Start IIDR. Start replication.

- Agood rule of thumb is Test and document the specific steps needed for your solution in a test
environment prior to making changes to production environment.

9 Resuming replication after automatic or manual failover to

a synchronous replica

As you probably have already tested, after a failover to a new PRIMARY replica, IIDR fails together with
the availability group to the new node in local apply deployment topology and loses the connection to
the database in the remote apply deployment topology. Assuming the subscriptions have been marked
persistent on the source datastore, the replication will also automatically restart and continue from
where it left over on the previous PRIMARY replica.

10 Resuming replication after forced failover to an
asynchronous replica

IBM IIDR only supports replication to a synchronous replica. If there was a need to fail over the database
to an asynchronous replica, then IIDR is not expected to successfully replicate data. IIDR does not
support failing over to an asynchronous replica. In addition, if you failover back to the previous PRIMARY
replica, [IDR will not be able to continue mirroring, because IIDR does not support failover from an
ASYNCHRONOUS replica.

In order to recover from such a situation, you will need to either define a new set of synchronous
replicas or fail over to the original PRIMARY replicas, review that Microsoft Replication continues to be
properly configured for the environment and initiate Refresh/Mirror for all tables.
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